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Popisna statistika

kvantily
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X,0<P <1 X, nP <z, <nP+1,
X

) X o 2,

praméry

n

in Zn:\NiXi

i=12..,n prosty iz% vazeny w20 X, ="

. n. [ [
X;, j=1,2,...k, Cetnosti n, pj:—j an:n ijzl
n -1 -1
k
Z;‘njxj K
v _ J= Y —
X=4= X=>pX,
n =
%, = A %
H ™ H ™k
> >0
i=1 X

l‘OZpéti r= X(n) - X(l) ! q = X0,75 - X0,25

Poznamka: Excel po¢ita kvantil jako (funkce PERCENTIL.INC())
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fp, O0<P<1 fp = X(th) + (h - I_hJ)(X([h]) - x(th))
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Smérodatna odchylka, varia¢ni koeficient, MAD
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X, Xgyes X, = X, S5, V,, C konstanta: y,=C+X, i=

1,2, ...

z,=cx, 1=1,2, ..,

MAD = median(jx, — %)



Pravdépodobnost a nahodné veliciny

Teorie pravdépodobnosti
PA =" P(A)=1-P(A)

n
Slucitelné jevy P(AUB) =P(A)+P(B)—P(ANB)
Neslucitelné jevy P(AUB)=P(A) +P(B)
Podmingna pravdépodobnost P(A|B) = %
P(ANB) <min(P(A), P(B))
Nezavislé jevy P(AnB)=P(A) P(B), P(A|B)=P(A), P(B|A)=P(B)
Zavislé jevy P(ANB)=P(A) P(B| A) = P(B) P(A| B)

Nahodna veli¢ina (ndhodna veli¢ina X; hodnota této nahodné veli¢iny X)
Diskrétni nahodné veli¢iny

P(x) =P(X =X) FX)=P(X <x) =) P(x)

X <X

PO, <X <x)= > PX=F(x)-F(x)

X <X<X,

Stiedni hodnota  E(X) = Z XP(x)

Rozptyl D(X) :ZXZP(X){ZXP(X)}

Smérodatna odchylka /D(X)
Spojité nahodné veli¢iny

f(x) = F'(x) Tf(x)dx=1 F(x)=P(X <x) = [ f ()t

P(x <X SXZ)ZF(XZ)—F(Xl)Z]Z f (x)dx
X.,0<P<1l  F(x)=P X =F'(P)

Stredni hodnota  E(X) = [ xf (x)dx

- - 2
Rozptyl D(X) = j xzf(x)dx{ J’ xf (x)dx]

Poznamka: v anglické literatuie a také n€kdy v ¢eské se pouziva Var(X) misto D(X).
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Pravdépodobnostni rozdéleni

Pravdépodobnostni rozdéleni diskrétnich nahodnych veli¢in
Binomické rozdéleni: X ~ Bi(n,z),n=1,2, ...

P(X):(:‘Jﬁx(l—ﬂ)nx x=0,1,2,..,n,0<r<1
EX)=nz DX)=nz(1-r)

Pravdépodobnostni rozdéleni spojitych nahodnych veli¢in

Normované normalni rozdéleni: U ~ N(0,1), —oo<u<oo
E(U)=0 DU)=1
OUu)=1-@(-u), U,=-Uu,,,0<P<l
Normalni rozdéleni: X ~ N(y,0%), —0<Xx<oo —w<pu<w oc2>0
EX)=u D(X)=0"

U:M u:X_'” F(x):@(u):@(x_”], Xe =m+oU,, 0<P<1
(@2 (o2 (2

P(x1<XSXZ):P(X1_’u<x_ﬂsxz_#j: P(u, <U <u,) = &(u,) - ®(u,)
(o2 (o2 (o2

Chi-kvadrat rozdéleni: G ~ y*(v), v=12,.., g>0
t- rozdéleni (Studentovo rozdéleni): T ~t(v), v=012,.., —o<t<owo t,(v)=-t_,(v)
F- rozdéleni (Fisherovo — Snedecorovo rozdéleni): F ~ F(v,,v,), v,,v,=12,..., F>0

Poznamky: V anglické literatufe se pouziva Z misto U, rovnéz kvantil se zna¢i Z, misto Up.

U F-rozdéleni se i pro hodnoty pouziva velké F, nikoliv malé f.



Statistickd indukce: bodovy a intervalovy odhad parametrii

vybérovy rozptyl

=_Z(x—x) _—s s=4/s?= \/ni_lizzl:(xi_x)zz\/ﬁsx

Bodové odhady parametrii

Stiedni hodnota (popula¢ni priamér) u

X~N(u,02): f1=X, smérodatna chyba

7 f
Obecné rozdéleni: E(X) =X, smérodatna chyba
N
Uhrn, N jednotek, NE(X): NE(X) = NX, smérodatna chyba N 9 - i
N

(Populaéni) rozptyl o2
X~N(u,0%): 6 =58>

Pravdépodobnost (populaéni podil) 7

7T=p =%, smérodatna chyba /@

Uhrn (N jednotek) Nz

Nm=N7Z=Np =¥, smérodatna chyba N - )
n



Statisticka indukce: bodovy a intervalovy odhad parametri

Intervalové odhady parametri (spolehlivost intervalového odhadu 1 — o)
Stiredni hodnota (popula¢ni primér)

Normalni rozdéleni

dvoustranny interval spolehlivosti pro parametr u:

(Y _tl—a/2 (n _1) % X +tl—a/2 (n _1) %j

jednostranné intervaly spolehlivosti:

S S
— hornimez X+t (n-1)—
\/ﬁ lfa( )

on

dolnimez X-t__ (n-1)

Uhrn, N jednotek:
dvoustranny interval spolehlivosti

. S S = S = S
N (X —t (0 _1)ﬁ » X+ ,,(n-1) ﬁj = (NX =Nt (n _1)ﬁ , NX+Nt_,,(n-1) ﬁ)
jednostranné intervaly spolehlivosti:

dolnimez N [Y -t ,(n-1) hornimez  N|X+t__ (n-1) ij

) 0

Obecné rozdéleni, velky ndhodny vybér

[Y_ul—a/Zi’ ¥+u1—a/2ij
Jn Jn
jednostranné intervaly spolehlivosti:
dolnimez  X-u_ S hornimez ~ X+u,_ S
“Jn “Jn

Uhrn, N jednotek:
dvoustranny interval spolehlivosti

- S S - S - S
N(X_ulalzﬁ’ X+ula/2ﬁ]:(Nx_Nula/2ﬁ7 NX+Nula/2ﬁj

jednostranné intervaly spolehlivosti:

dolnimez N (X -u,_, ij hornimez N (K +U,_, ij

N N



Pravdépodobnost (populaé¢ni podil)
velky nahodny vybér

dvoustranny interval spolehlivosti:

{p_ul—aﬂ\/ Pe=p) 7p+ul—a/2\/ e p)J
n n

jednostranné intervaly spolehlivosti:

pd-—p) hornimez p+u,, P p)
n n

dolnimez p-u,_,

Uhrn (N jednotek) velky nahodny vybér
dvoustranny interval spolehlivosti:

" ( Pt \J b=p) Pl P p)]:(Np_ NU_/2 \’ ba=p) Np+Nu,_, = p)j
n \/ n n 1/ o

jednostranné intervaly spolehlivosti:

dolni mez N ( p-u,_, MJ hornimez N ( p+U, p(l— p) j
n n




Statisticka indukce: testovani hypotéz

Testovani statistickych hypotéz o parametrech
Stiredni hodnota (popula¢ni primér); normalni rozdéleni

Pokud Ho plati U = N(0,1)

Ho Hi Testova statistika Kriticky obor
“=t0 4> o T Xt Wo={t; t > t1-o}
/l < /,IO - S /\/ﬁ Wa:{t, tS —t]__a}
* Wo={t; [t| 2 t1«
7 A0 Pokud Ho plati T ~t(n — 1) 2t}
Sti‘edni hodnota (popula¢ni primér); obecné rozdéleni ndhodné veli¢iny, velky nahodny vybér
Ho Hi Testova statistika Kriticky obor
E(X) =EMX)o  AX)>E(X)o X —E(X), W, ={U; U>U1a}
EX) < E(X)o - s/Jn W ={u; u<—uia}
EX) = E(X)o W, = {u; |u] > ur-an}

Pravdépodobnost (populacni podil); velky ndhodny vybér

Ho Hi Testova statistika Kriticky obor
= m > m p -7, W, ={u; u>uia}
=T = . <
< m 7, (1-7,) Wa_ {uZ U<-Uia}
T#E MW o W, = {u; |u| > ur-a2}

Pokud Ho plati U = N(0,1)

Testovani statistickych hypotéz o pravdépodobnostnim rozdéleni v populaci
Chi-kvadrit () test dobré shody (velky nahodny vybér, nj=nz,;, n;>5)

Ho Hi Testova statistika Kriticky obor
_ k —n")?
7y = o nonHo | g_y 0, =) Wa={g; 9> 7.}
=12, ...,k N
Pokud Ho plati G =%(k — 1)




Analyza zavislosti

Analyza rozptylu

rozklad ¢tverct: hodnoty faktoru (k moznosti),

pocet pozorovani n;, j=1, 2, ..., ki y;, i=1 2, .., n; pozorovani Y
kM 2 k 2 k N
S,=2 2(¥i=Y) =Sm+Su S,,=2n(7,-) =22V )
j=1 =1 j=1 j=1i=1
p2 _ Sym
Sy
Ho Hi Testové kritérium Kriticky obor
M=y == 4 NONHo Sym
E_ k=1
S,y W ={F; F>F _}
n—k
Pokud Ho plati F ~ F(k—1,n—k)

Kontingen¢ni tabulka (r X S)

g : ' ni.n.j '
j=1 i=1
Test nezavislosti v kontingen¢ni tabulce
Ho Hi Testové kritérium Kriticky obor
znaky non Ho 2
jsou G-= z z M~
nezavislé EN=EL W, ={g;9>72" .}

Pokud Ho plati G= 7*((r-1)(s—1))

c-|-C e<0, m—‘1> V=|—C  m=mine,s)
n+G m n(m-—1)

2
=n (n11n22 — n12n21)
n.n,n,n,
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Regrese a korelace

regresni piimka  y=/,+ B X+¢,

Bo=by. B =bmin, . D(y,—b,~bx)* Y =b+bx, y=4+Ax
i=1
& =Y, —b-bx=y-Y=y-Y
Z(Xi—i)(yi—Y)
5, == —XY-Xy
n
n n n
nzxiYi—ZXiZYi — o
Bi=b =b, =i i i1 _ XY XY _ Sy
¥ no,o(Q 2 x? — %2 55
Y X = > x
i—1 i—1
n n 2 n n
A Zyizxi__ XiYiZXi
ﬂO:bO:|:1 i=l i=1 |2=l :y_beY
n 9 n
ny X —{inJ
i-1 i—1

Jiné regresni funkce
Regresni parabola

Y=+ Bx+BXe+e—>Y :bo+blx+b2x2,)A/:,BAO+,le+,bA’2x2

Vicenasobna regrese

Y=L8+BX+ L%+ ..+ BX+e>Y :bo+b1xl+b2x2+...+bkxk,9:,5'0+ﬁlxl+ﬁ2x2 +

Rozklad étverca

n n

S,=2(%-¥) S =X(Y-y)
i=1 i=1
_ 2 _ SR _
Sy=Sr+ St SR = SR =
n-p
2_qy2_ S 2 2
RO =1"=— lhos = Rppy =1-A-17)——

11
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Test hypotézy o regresnich parametrech

Ho Hai Testove kritérium Kriticky obor
b.
T=—1-
=0 Bi#0 s(b;) W, ={t;|tt,, .}
Pokud Hoplati T ~t(n—p)

12




Kriticky obor

Testo modelu (p=k+1)
Ho Hi Testové kritérium
ST
ﬁo =C p _l
F =
Sk W ={F;F>F }

p=0 non Ho

n-p
Pokud Hoplati F~F(p—1,n-p)

Korela¢ni koeficienty

Pearsonuv korelacni koeficient

nzn: X,
i=1

yi_iZ:l:Xi;yi _ Xy —X -V _ Sy
2 v F_yz) S, Sy

T ]

Spearmanuv potfadovy korela¢ni koeficient

6> (pofadi X, — poradi y;)?

r=1-—=

S

n(n®-1)
proménnych potadi X; a potadi Vi

, pfipadné¢ pomoci Pearsonova korelacniho koeficientu

Test o nulovosti korela¢niho koeficientu
Ho Hi Testové kritérium Kriticky obor
T rNn-2
pyx_0 pyx;tO 4’1—ry2x Wa :{t;|t|2tl—a/2}
Pokud Ho plati T ~t(n-2)

13




Analyza casovych rad

Priumérné hodnoty ¢asové Fady obdobi t=1 2, ..., n

n 1 n-1 1
3y, AP S WtYag Yo ™Vag y g Yeathhg
yz t=1 yz t=2 7= 2 2 2
n n-1 d,+d,+ ... +d_,
At Yi = Yia Z:iié‘ _yn_yl
- n-1< ' n-1

k, = It/t_lzyL k:nmzn\l/?
t-1 .

== 1, 1y, Iy, = Jo= o
t/1 - 2/1 73/2 Tt/t-1 tit-1 - I
Y1 Yoo lenn
Klouzavé priméry
p
Zym Yicp+eet Vgt Vi + Vit tY

m=2p+1 Vi = i=—p _Jtp T T A Tt t+1 " Jtep

m m

_ 1
m=2p Yt =ﬂ(yt—p +2Yi p -+ 2Y g 2V 2V o+ 2V p g yt+p)

Dekompozice ¢asové rady
Yo=Ti+ S+ C+¢ Y, =T:5Cé
T,=p,+ i T, =b, + bt

A

T.=f,+ft+ B2 T, =b,+bt+b,t?
et = yt _yt

i(yt - YI)Z ietz Z(et _et—l)z

_ t=1 _t=2
MSE = D=2
2.8
t=1
Regresni metoda s umélymi proménnymi (linearni trend, sezénnost délky 4)

Vi =T +S+& = B+ B+ ogX + aX + aXy + &

n n

Vo= Bt B+ aX+ X, + agXy, =by+ bit+ aX, + a,%, + aX,

& +ay+a,

a==—] S =2-3,i=1,23 S, =-a T,=(b+a)+ht

14



Indexni analyza

Q=pq 1IQ=1p-Iq

& Ap:pl_po Iq:

o %

Ip=

SloZené individualni indexy

Yo Dlgg, D.q

I E = = =
0 Zqo Zqo Z?l
q

2 _>pk _210Q,

A

AQ =0, —

2.Q

1(20) = - _
(ZQ) DYQ Dpt D.Q

2.Q

ZQI Zplql Z%
|p:E Z qu __ P
B 2Q 2Pl 2.Q
Zqo qu Z&

Po

Souhrnné indexy

Q
2o

o0 — 2. PG D 1P, X 1P,

DR D P D Q

qv = Z Po Zlqpoqo_ZIq.Qo

> Pl Pl D.Q
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Q
I0O==L A0 =0 —
O} Q Q, Q=Q,-Q,
A(Zq) =)0, - d,
AEQ) =D Q0 ->.Q,
I BN - Yo R N X A
Ap = h — Mo = -
PERTP da D0,
o®) 2P0 2 PG 2.Q
Zpoql p1Q1 %
>hL oy
(= > PG >pG_2Q
> P

plql Q
RANDI



